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2009 was the final year of parallel implementation for Mathematical Methods Units 3 and 4 
and Mathematical Methods (CAS) Units 3 and 4. From 2006-2009 there was a common 
technology-free short answer examination that covered the same function, algebra, calculus 
and probability content for both studies with corresponding expectations for key knowledge 
and key skills. There was also separate technology-assumed examinations comprising 
common and different multiple choice and extended response questions. In 2009 the two 
cohorts were of similar size, comprising 7000-8000 students each. This paper analyses 
student performance for both cohorts with respect to these common items. 

From 2006 to 2009 Mathematical Methods Units 1-4 and Mathematical Methods 
(CAS) Units 1-4 were implemented as parallel and equivalent Victorian Certificate of 
Education (VCE) mainstream function, algebra, calculus and probability studies. An 
approved graphics calculator, and an approved CAS were the respective assumed enabling 
technology. Units 3 and 4 are typically studied in Year 12, and have end-of-year 
examinations. There was a common one-hour short answer technology-free examination 
and a two-hour multiple choice and extended response technology-assumed examination. 
The latter had many common questions and some distinctive questions. In 2009 all 
students undertaking the mainstream function, algebra, calculus and probability study in 
Victoria enrolled in Mathematical Methods (CAS) Units 1 and 2 in preparation for the final 
stage of transition to the to CAS enabled study at Units 3 and 4 in 2010.  

The areas of study and outcomes for Mathematical Methods (CAS) encompass those of 
Mathematical Methods (hereafter referred to as MMCAS and MM respectively) and 
incorporate common specification of key knowledge and key skills in relation to mental or 
by hand approaches to mathematical routines and procedures. Thus the common 
technology-free examination is based on content from the areas of study for MM in 
relation to Outcome 1: “On completion of each unit the student should be able to define 
and explain key concepts as specified in the content from the areas of study, and apply a 
range of related mathematical routines and procedures”. In particular the elaborating key 
knowledge and key skill statements for this outcome clearly indicate expectations for 
knowledge, such as exact values for circular functions, and by hand skills, such as 
differentiation of combined functions using chain, product and quotient rules.  

Researchers such as Kokol-Voljc (2000); Brown (2003); Flynn (2003) and Ball and 
Stacey (2007) have, over the past decade, considered various aspects of assessing 
mathematical capabilities via examinations where students choose to use mental, by hand 
or technology assisted approaches, or a combination of such approaches, to tackle a range 
of questions, as noted by, for example Evans, Jones, Leigh-Lancaster, and Norton (2008). 
To the best knowledge of the authors, the Victorian parallel implementation of MMCAS 
and MM is a unique context within which the achievement of two senior secondary 
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certificate student cohorts comprising like but distinct populations of substantial size can 
be considered with respect to common assessment instruments and items. While other 
systems and jurisdictions around the world have also employed a technology-free and 
technology-active examination structure where the use of CAS is permitted (for example, 
the College Board Advanced Placement Calculus AB and BC Program) or assumed (for 
example, Danish Baccalaureat Mathematics) these systems and jurisdictions have not, to 
our knowledge, undertaken collection and publication of large scale data of a like kind. 

Mean Performance on Items from Examination 1 2006-2009 
In 2009, the common one-hour technology-free Examination 1 (VCAA 2009a) 

comprised 16 items receiving credit or partial credit (that is a question or part of a question 
allocated one or more marks), with a total of 40 available marks. A simple comparison of 
the mean scores can be made from the respective 2009 MM and MMCAS Assessment 
Reports (VCAA, 2009b, 2009c) 

Mean score data on Examination 1 over the period 2006-2009 indicates that, in general, 
the MMCAS cohort performed at least as well as the MM cohort. In particular, for 2009, 
the distribution of student scores for each cohort across the mark range from 0 to 40 shows 
that at the very top end of the mark range the performance of the two cohorts is essentially 
identical; at the very bottom end the performance of the MMCAS cohort tends to be better 
(with some ‘noise’), while from the low to high mark range the MMCAS cohort 
consistently achieves a slightly higher score than the MM cohort. This pattern persists 
when the data is factored for general mathematical ability using the mathematics, science 
and technology (MST) component of the General Ability Test (GAT), conducted in the 
middle of the same year, as a control for ability. It should be noted that the MST 
component of the GAT has only a moderate positive association with study VCE 
Mathematics achievement, and is hence a partial indicator of study specific mathematical 
ability.  

Performance by Item on Examination 2 in 2009  
Examination 2 has the same structure for both MM and MMCAS, comprising a 

collection of 22 multiple choice questions worth a total of 22 marks, and four extended 
response questions each of several parts (with partial credit available) worth a total of 58 
marks. For both components there are around 70% to 80% common items. These are either 
technology-independent (that is technology is not of assistance, for example a conceptual 
question) or technology-active but graphics calculator/CAS functionality neutral (for 
example a graphing or numerical equation solving question). In the following analysis 
performance on the common Examination 1 has been used as a control for ability with 
respect to performance on common multiple choice and extended response items for MM 
Examination 2 and MMCAS Examination 2. 

Common Multiple Choice Questions in 2009 
There were 17 out of 22 common multiple choice items the five different items in 2009 

being questions 1, 4, 5, 12 and 18. Figure 1 shows the average score on 17 common items 
from Examination 2 for each Mathematical Methods Examination score out of 40. 
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Figure 1. Average score with respect to Examination 1 (technology-free) score. 

The largest difference of 1.2 score points occurs for the score of 10. The following 
histograms in Figure 2a and 2b provide an indication of how many students are in each 
data point in Figure 1 for MM and MMCAS cohorts respectively: 

 

Figure 2a. Histogram for distribution of scores on MM Examination 1 in 2009. 
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Figure 2b. Histogram for distribution of scores on MMCAS Examination 1 in 2009. 

To compare MMCAS and MM cohort differences across Examination 2 multiple-
choice items scores while controlling for the results on Examination 1, the Rasch two-
dimensional regression model was applied, using ConQuest software. Figure 3 shows a 
comparison of mean raw scores on 17 common multiple-choice items while controlling for 
students’ ability estimated on Examination 1.  

 

Figure 3. Comparison of student estimated ability (Examination 1) and  
expected score on common multiple-choice items (Examination 2). 
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It can be observed again from Figure 3 that the curves for CAS and non-CAS groups 
are very close, although the average score on common multiple-choice items for the 
MMCAS cohort is slightly above that for the MM cohort. The largest difference between 
the expected scores for those two groups is around 1.2 score points for ability close to  
-1.08 logit on Examination 1.  

Common Extended Response Questions in 2009 
The extended response component of Examination 2 comprised 32 items on the MM paper 
and 33 items on the MMCAS paper, with the same total score of 58 from this component 
for each paper. Of these items, 21 were common for a total score of 35 marks. There were 
also a range of similar, but not identical items, which have not been included in this 
analysis. Figure 4 shows the average score on the 21 common items from Examination 2 
for each Mathematical Methods Examination score out of 40. 

 

Figure 4. Average score with respect to Examination 1 (technology-free) score. 

Figure 4 shows that the average score on Examination 2 common extended answer 
questions for the MMCAS cohort is slightly higher than that for the MM cohort, except at 
the very low and top end where the two curves almost overlap. The mean difference is less 
than 2 score points with the largest difference of 3.1 score points for the score of 26 on 
Examination 1. The following histograms in Figure 5a and 5b provide an indication of how 
many students are in each data point in Figure 1 for MM and MMCAS cohorts 
respectively: 
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Figure 5a. Histogram for distribution of scores on MM Examination 2 in 2009 (all items). 

 

Figure 5b. Histogram for distribution of scores on MMCAS Examination 2 in 2009 (all items). 

To compare MMCAS and MM cohort differences across Examination 2 multiple-
choice items scores while controlling for the results on Examination 1, the Rasch two-
dimensional regression model was applied, again using ConQuest software. Figure 6 
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shows a comparison of mean raw scores on 21 common extended response items while 
controlling for students’ ability estimated on Examination 1.  

 

Figure 6. Comparison of student estimated ability (Examination 1) and  
expected score on common multiple-choice items (Examination 2). 

It can be observed from Figure 6 that the curve for the MMCAS cohort is above that for 
the MM cohort except for the higher range of abilities where curves almost overlap. The 
largest difference between the expected scores on common extended responses, for those 
two groups, is around 3 score points for ability close to 0.56 logit on Mathematical 
Methods Examination 1. 

Conclusions 
Data from the 2009 common technology-free Examination 1 supports preliminary 

observations from earlier years of parallel implementation and indicates that, in general, 
the MMCAS cohort performed at least as well as the MM cohort with respect to the sorts 
of questions set for this examination. Such questions substantially cover expectations for 
traditional knowledge and mental and/or by hand skills related to the study of functions, 
algebra, calculus and probability. Similarly, data from common items (multiple choice and 
extended response) on the 2009 MM and MMCAS technology active Examination 2, also 
indicate that, in general, the MMCAS cohort performed at least as well as the MM cohort 
with respect to the sorts of questions set for this paper which substantially cover a 
combination of traditional knowledge and by hand skills, and the use of numerical and 
graphing graphics calculator/CAS functionality.  
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